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ABSTRACT 

Currently, skin care products (skincare) are popular among the public. Both men and women are 

interested in buying skin care products. Moreover, there are many brands of skin care products that 

are divided into several types of facial and body care, such as moisturizers, toners, cleansers, and 

masks. Therefore, many consumers take the time to find information, for example, in terms of price, 

quality, and brand for decision-making. A lot of useful information is in the form of Twitter 

messages known as tweets which are sent from people who use skin care products because Twitter 

is one of the online social media where users can share their opinions and experiences. However, 

consumers still have to spend a lot of time searching, reading, and understanding the comprehensive 

collection of tweets before buying skin care products. 

The purpose of this study is to analyze customer experience, analyzing automated tweets about skin 

care products. Tweets about skin care products will be subjected to a topic modeling process to find 

out what topics are being discussed. In addition, the topics that have been obtained will be subject 

to sentiment analysis in the form of positive and negative messages for skin care products. 

Consumers who are app users don’t waste time reading and analyzing large amounts of data 

manually and they can decide to buy skin care products more easily. 

The results of this study obtained 14 topics of discussion related to skincare. Meanwhile, the 

sentiment analysis results of 14 topics resulted in more positive sentiment class tweets overall. It 

related the category topic that has the number of tweets to the importance of skincare. In addition, 

categories related to ingredients for skincare products from nature, namely fruits and spices, are the 

topics that have the second highest number of tweets. The results of the analysis of tweets related 

to user experience on Twitter, it was found that users prefer skincare products that use ingredients 

from nature. 
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INTRODUCTION 

 The massive use of social media by the community today makes the dissemination of information 
very fast. Twitter is one of the most popular social media platforms among internet users today. Based 
on data from Oberlo, Twitter’s monthly active users in 2020 were 192 million daily active users [1]. 
The data generated by social media such as Twitter provides valuable information to many 
stakeholders regarding the behavior, preferences, tastes and characteristics of users. We can use this 
information as a reference in policy making, for example, to develop a marketing strategy for the 
company. 

 Currently, skin care products (skincare) are popular among the public. Both men and women are 
interested in buying skin care products. Moreover, there are many brands of skin care products that 
are divided into several types of facial and body care, such as moisturizers, toners, cleansers and 
masks. Therefore, many consumers take the time to find information, for example, in terms of price, 
quality and brand for decision making. A lot of useful information is in the form of Twitter messages 
known as tweets which are sent from people who use skin care products because Twitter is one of the 
online social media where users can share their opinions and experiences. However, consumers still 
have to spend a lot of time searching, reading, and understanding the comprehensive collection of 
tweets before buying skin care products. 
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 The purpose of this study is to analyze customer experience, analyzing automated tweets about 
skin care products. Tweets about skin care products will be subjected to a topic modeling process to 
find out what topics are being discussed. In addition, the topics that have been obtained will be subject 
to sentiment analysis in the form of positive and negative messages for skin care products. Consumers 
who are app users don’t waste time reading and analyzing large amounts of data manually and they 
can decide to buy skin care products more easily. Opinion mining with sentiment analysis combines 
natural language processing techniques based on machine learning, and text data mining with 
computational linguistics to analyze opinions or attitudes on various article topics. The purpose of 
this analysis is to evaluate the emotions and feelings of communication as aspects of product 
satisfaction [2]–[5]. There are several related studies as follow. 

 Research [6] is an opinion mining application to identify comment messages about good or bad 
airline services on Twitter. The opinion analysis process consists of two parts: message filtering to 
identify only subjective messages and comment analysis to classify positive (good) or negative (bad). 
This application can help customers to easily differentiate the services of this airline, and airlines to 
find out easily how to improve their services. Research [7] is a framework for classifying aspects of 
laptop reviews from one of the leading laptop review websites. It identified each paragraph of an 
individual laptop review page as subjective or not. Then, the aspects of each subjective paragraph 
will be classified. Therefore, this research can be used to analyze laptop reviews to help customers 
make decisions before buying. 

 Research [8] is the development of an application to classify comments about recipes from one of 
the popular food community sites into positive or negative sentiments. Another research is to analyze 
sentiment regarding the services of the Social Security Administrative Body (BPJS) for Health in 
Indonesia [9]. This study analyzes tweet sentiment about BPJS services into 4 sentiment 
classifications, namely satisfied, disappointed, happy and sad. This study uses two methods that are 
compared, namely the Naïve Bayes Classifier method and the Support Vector Machine. In different 
domain, a study [10] that discusses cosmetic product review comments to analyze positive and 
negative attitudes about various cosmetic products with sentiment analysis. The analytical method 
uses a machine learning technique called the Naïve Bayes Classifier to classify comments as positive 
or negative.  

 As the studies mentioned above, opinion mining with sentiment analysis is more useful for 
analyzing consumer opinions or attitudes towards products. This study focuses on comments about 
skin care products from Twitter by selecting text containing “#skincare”, then modeling the topic and 
categorizing these tweets according to sentiment polarity. In contrast to previous studies, this research 
uses Latent Dirichlet Allocation (LDA) to model the topic before it carried the sentiment analysis 
process out. Topic modeling is done to find out what topics are discussed in tweets related to skincare 
or facial care. Several studies that use LDA for topic modeling include research related to the 
discovery of the topic of Indonesia’s infrastructure development in online news [10]. In addition, 
research that discusses modeling the topic of healthy life society movement (Germas) on Instagram 
data [11].  

METHOD 

 The research stages used can be seen in Figure 1. We used the data in this study via the Twitter 
streaming API between January 1 and June 6, 2022. During that time, we managed to collect 4,750 
tweets related to skincare using the keyword "face care. Twitter streaming API provides an interface 
to obtain a complete set of tweet attributes. However, in this experiment, only a few attributes are 
used. Table I describe the tweet attributes used in this study. 

TABLE I. ATTRIBUTES OF TWEET DATA 

Tweet Attributes Description 

Tweet ID unique twitter user identity 

Screen Name username of the twitter account. 

Tweet Text a post on the social media site Twitter 

Timestamp 
a sequence of characters or encoded information identifying 

when a certain event occurred 

Retweet a re-posting of a Tweet 

Likes used to show appreciation for a Tweet 

 

http://issn.pdii.lipi.go.id/issn.cgi?daftar&1521684852&1&&
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Figure 1. Research Stages 

 After data acquisition, the next step is data preprocessing. Generally, raw tweets contain lots of 
noise, misspelled words, and meaningless words, including various abbreviations and slang words. 
These words often interfere with the resulting tweet sentiment and degrade the performance of the 
classification model. Therefore, tweets must be pre-processed before actually extracting features from 
them. We perform preprocessing steps on the tweet data to be processed; these steps are: 

• Tokenization: the process of dividing a text into certain parts. 
• Normalize: Brings text to its standard form. The common normalization techniques used are as 

follows: 
⁃ Case folding: Change capital letters to lowercase 
⁃ Elimination of periods in terms. 
⁃ Remove hyphens in terms. 

• Cleaning: The steps for cleaning tweet data are as follows: 
⁃ Delete the URL contained in the tweet 
⁃ Remove @ sign-in username 
⁃ Delete existing hashtags (#) in tweets 
⁃ Delete the number contained in the tweet 
⁃ Remove punctuation marks, such as question marks, exclamation marks, periods, and others. 
⁃ Remove Unicode and symbols 

• Stopword Removal: remove words that are considered meaningless using a Stop word list. 

Topic Modelling 

 Topic modeling is a statistical-based process to find a set of topics in a particular set of text 
documents. Themes provide an intuitive syntactic representation of the ideas shared in text documents 
[12]. Therefore, we can divide the document into several categories according to the similarity of the 
topic model. In text form, a set of keywords that best describe a particular part of the text document 
represents the topic model. Topic modeling has received a lot of attention in the natural language and 
machine learning communities in recent years [13]. The main reason for using theme modeling in this 
experiment is its flexibility and reliability in revealing hidden themes in numerous text documents. 
Topic modeling is a powerful approach to finding statistical correlations between words in a text 
corpus to form syntactically relevant topics represented by word sets. The main purpose of topic 
modeling is to find word usage throughout the document and relate it to other words in various 
document segments [14]. 

 The basic idea of topic modeling is to find a collection of words that often occur together in a 
given area of different segments of the document corpus according to statistical measures. From the 
perspective of the topic model, the document corpus consists of many topics, each consisting of a 
unique set of words or keywords [15]. In addition, for each word in each topic, there is a probability 
distribution of how certain keywords contribute to constructing the semantic meaning of a particular 
topic [14]. Figure 2 is a well-known example showing the topology of the topic model of a text 

http://issn.pdii.lipi.go.id/issn.cgi?daftar&1521684852&1&&
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document produced by Blei [16]. From Figure 2, we can see that each topic contains a collection of 
words with a certain probability. This shows how important the words are in the topic. Each document 
then contains a set of terms that represent a set of topics. 

 

Figure 2. A general illustration of the topic model [12] 

 Several algorithms apply the topic modeling approach. One of the most widely used algorithms 

in topic modeling and used in this experiment is Latent Dirichlet Allocation (LDA). LDA is a 

generative probabilistic model for discrete data. Therefore, this algorithm is very suitable for text data 

[12]. The visualization of LDA can be seen in Figure 3. 

 

Figure 3. Visualization of the topic modeling using the LDA method [17] 

 LDA assumes the following generative process for each corpus D document [18]: 

1. Choose 𝑁 ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛 (𝜉) 

2. Choose 𝜃 ~ 𝐷𝑖𝑟(𝛼) 

3. For each of the 𝑁 words 𝑤𝑛: 

a) Choose a topic 𝑧𝑛~𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜃) 

b) Choose a word 𝑤𝑛 from 𝑝(𝑤𝑛|𝑧𝑛 , 𝛽), a multinomial probability conditioned on the topic zn 

 From a machine learning perspective, we classified LDA as an unsupervised learning approach. 
This is because it automatically classifies unlabeled documents according to the similarity of the 
probability distribution of their terms [19]. Topic modeling is a powerful statistical-based approach 
for deriving different themes that occur in a text document set. However, when it comes to modeling, 
many criteria need to be considered. The first thing is the number of topics (k) should be determined 
at the beginning [20]. That could be a serious problem if there is no prior knowledge of the related 
documents. Hence, in this experiment, we iteratively generate various k-number of topics and 
evaluate each experiment to determine the best number of k. Then, for evaluating the best number of 
k-topic, we employed a metric named topic coherence. The coherence metric calculates how one term 
and another within a topic are statistically correlated with each other. The higher correlation score is 
indicating higher coherence and pointing to a better quality of the generated topic. 

http://issn.pdii.lipi.go.id/issn.cgi?daftar&1521684852&1&&
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Sentiment Analysis 

 Sentiment analysis or opinion mining is a field of research that analyzes opinions, feelings, 
evaluations, judgments, attitudes, and people's sentiments towards product units, organizational 
services, individuals, issues, events, issues, and attributes [21]. Sentiment analysis often referred to 
as subjective analysis, opinion generation, judgment extraction, etc., has several relationships related 
to emotional computing, such as computer recognition and emotional expression [22]. 

 A support Vector Machine (SVM) is a non-probabilistic binary linear classifier. For a training set 
of points (𝑥𝑖 , 𝑦𝑖), 𝑥 is a feature vector, and y is the class. To determine the maximum margin 
hyperplane that divides the points with 𝑥𝑖= 1 and 𝑥𝑖 = 1. The equation of the hyperplane is; 𝑤. 𝑥 +
𝑏 = 0. For a data set consisting of features set and labels set, an SVM classifier builds a model to 
predict the classes for the new examples. It assigns a new case or data points to one of the categories 
[23]. 

Steps: 

• Determine the optimal hyperplane 
• Extend step I to problems that cannot be separated linearly 
• Mapping data into easily classifiable high-dimensional spaces with linear decision surfaces. 

DISCUSSION 

Topic Analysis 

 The topic modeling in our experiment consists of two parts. The first part is building the LDA 
model, which comprises a statistically larger number of topics. Then by using lexical similarity, we 
then group topics that have the same words/terms. For the first stage of topic modeling, we determine 
the best number of k-topics for our LDA model. For this purpose, we iteratively compute the topic 
coherence of various k-topic counts. With Figure 4 depicts coherence scores in various topic starting 
numbers. In this experiment, we try to generate 1 to 30 topics from our corpus. From Figure 4 it can 
be seen that the highest coherence score is found in 14 topics with a value of 0.403. Thus, we can 
determine that the best k are 14 topics. We then focus on this number for further analysis. What 
themes are covered cannot be determined from the 14 topics retrieved. Because the topic involves a 
collection of words and will be assessed in the following step based on the rationale of human 
analysis. 

 

Figure 4. Coherence score of each number of topics 

 To better understand the structure of the words that make up each topic in the topic model, we 
then visualized a distance map of the 14 topics. This visualization provides insight into how topics 
relate to each other based on the terms/words they share. Figure 5 shows the distance map of 14 
topics generated by the LDA algorithm on the document corpus used in this experiment. In Figure 
5, we can see that it distanced some topics from each other, and some other topics overlap with other 
topics. Topic overlap indicates that there are similar words that build on different topics. The 14 k-
topics with visualization shown in Figure 5 are the results of the first two stages of topic modeling 
used in this study. 
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Figure 5. Term clusters visualization resulted by LDA 

 We have described the first stage of topic modeling in the previous paragraph, which is to 
determine the best number of k-topics for the LDA model. The second stage of topic modeling is to 
combine overlapping topics into one larger topic. The basic idea of topic representation in LDA is a 
topic consisting of a set of words. Therefore, overlapping topics will generally share a few words in 
their representation. Instead of manually selecting overlapping topics based on visualizations, we 
use binary cosine similarity to define aggregate topics. Thus, topics that share the most keywords in 
their topic representation will have a high similarity score and are considered similar topics [24]. 
Based on Figure 4, we can see that topics that have an enormous distance between topics mean that 
these topics have no relationship. However, topics that are close or even overlap between topics, 
means that the topic has a related relationship or may have a similar topic theme. Table II 
summarizes the topic categories of the aggregation process as a result of the second phase topic 
modeling in this study. The results of categorizing the topics into five category are based on Figure 
5 of the intertopic distance map. Overlapping subject groups are groups of topics with nearly 
identical language that can be categorized into the same topic. 

TABLE II. LIST OF TOPIC IDENTIFIED FROM LDA TERM CLUSTERS. 

Topic Category 
Associated LDA 

Term Cluster 
Topic Description Number of Tweet 

Category 1 1, 3,4,6,7,10,11 The importance of skin care 2696 

Category 2 2 Promo purchase skin care 71 

Category 3 12,13,14 
Skin care with fruit and spice 
extracts 

809 

Category 4 5,9 Skin care with exercise 774 

Category 5 8 Skin care to the doctor's clinic 397 

 
 Table II shows that the topic aggregation process in the second stage of the topic modeling work 
in this study produced six topic categories. Each generated topic consists of several groups of words 
that have different occurrence weights. We consider topics that have the same occurrence of words 
to have the same topic category, we can see what words are most significant in building topic 
categories. This method helps distinguish topics that can be interpreted semantically and topics that 
are the result of human interpretation [25]. Based on the similarity of word occurrences on 14 topics, 
five topic categories were obtained, as shown in Table II column of topic description. The topic 
distance map illustrates proximity can group how many topics. Of the six topic categories, two of 
them have a dominant share with more than one hundred thousand related tweets. The other two 
contributed a fraction, with a few related tweets under thirty thousand. Figure 4 shows the overall 
proportions of all the topic categories. 

 Based on the proportions illustrated in Figure 6, category 1 topics are the highest-level issues 
discussed by the community. Table II shows that category 5 topics contain around 2,696 tweets, 
most of which talk about the importance of skincare. The second biggest issue discussed by 
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Indonesians on Twitter is related to skincare with fruit and spice extracts (topic category 3) with a 
total of 809 tweets or 17% of the total tweets received.  

 

Figure 6. Proportion of tweets associated with each topic 

Sentiment Analysis 

 After discovering the topics contained in the Covid-19 vaccination case, the next step is to 
conduct a sentiment analysis of each topic. Sentiment analysis is carried out by classifying sentiment 
into two classes, namely positive and negative classes. So that on each topic it will be known how 
many people have a positive or negative perspective. We carried sentiment analysis out using the 
Support Vector Machine (SVM) algorithm, which has been carried out by the training process with 
an accuracy of 81.73%. From the sentiment analysis process, the results of the sentiment class per 
topic were obtained, as shown in Figure 7. 

 

 

Figure 7. Sentiment proportion of each topic. 

 Figure 7 is a graph of the results of topical sentiment analysis. Based on the results of the per-
topic sentiment analysis, it can be seen the number of positive or negative sentiment class tweets on 
each topic. In all topic categories, the distribution of the number of positive sentiment class tweets 
dominates over negative sentiment. This is because, at this time, public awareness about carrying 
out skin care has started early [26], [27]. Public awareness of the importance of taking care of facial 
skin is increasing along with the number of skincare products on the market [28]. In addition, skin 
care product ingredients derived from nature have become a topic of customer discussion because 
we consider them safer than the use of chemicals [29]. The use of abundant natural fruits and spices 
in Indonesia makes Indonesian facial care products no less competitive than skincare products from 
abroad [30]. 
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CONCLUSION 

 In this study, we analyzed customer experience related to skincare products. To carry out this 

perception analysis, this study conducted two stages of analysis, namely topic modeling and 

sentiment analysis. The results of topic modeling obtained 14 topics of conversation related to skin 

care. Meanwhile, the sentiment analysis results of 14 topics resulted in more positive sentiment class 

tweets overall. We relate the category topic that has the number of tweets to the importance of 

skincare. In addition, categories related to skincare product ingredients from nature, namely fruits 

and spices, are the topics that have the second highest number of tweets. The results of the analysis 

of tweets related to user experience on Twitter, it was found that users prefer skin care products that 

use ingredients from nature. 
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